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A little about Habana
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ÅFounded in 2016 to develop purpose-built AI processors

ÅLaunched inference processor in 2018, training processor in 2019

ÅAcquired by Intel in late-2019

ÅCǳƭƭȅ ƭŜǾŜǊŀƎƛƴƎ LƴǘŜƭΩǎ ǎŎŀƭŜΣ ǊŜǎƻǳǊŎŜǎ ŀƴŘ ƛƴŦǊŀǎǘǊǳŎǘǳǊŜ

ÅAccessing Intel ecosystem and customer partnerships

ÅDelivering aggressive roadmap optimized for AI data center performance and efficiency
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Demand for compute for ML training doubles 
every 3.4 months

ÅIncreasing Complexity

x Businesses need higher precision in their 
model predictions

x Results in larger and more complex 
models

x Requires frequent retraining of models

ÅIncreasing Costs

x Increasing compute power required for 
frequent training of larger models drives 
up cost to train 

x Becomes a barrier for innovation and 
growth

Need for dedicated AI processors to address  the compute, memory and communication challenges
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¢ƻŘŀȅΩǎ /ƻǎǘ ǘƻ ¢ǊŀƛƴΥ Biggest Barrier to AI Implementation

ά/ƻǎǘ ƛǎ ǘƘŜ 
most significant 
challenge to 
implementing 
!Lκa[ ǎƻƭǳǘƛƻƴǎΦέ

of AI/ML
customers56%

Industry Challenge: 

How to give more customers 
access to more AI?

Source: IDC Semiannual Artificial Intelligence Tracker (2020H1, published Jan 2021)
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Purpose-built for 
AI training efficiency, 
usability and scale            


